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Figure 3: On the left, an example of a call tree; the Main method calls Methods A, B, and C. Method
A calls Method D. On the right, the individual call tree paths of the tree on the left.
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